1. SigOpt

SigOpt employs Bayesian optimization to help experts tune machine learning models and simulations. Instead of resorting to standard techniques like grid search, random search, or manual tuning, Bayesian optimization efficiently trades off exploration and exploitation of the parameter space to quickly guide the user into the configuration that best optimizes some overall evaluation criterion (OEC) like accuracy, AUC, or likelihood. In this short introduction we introduce Bayesian optimization and several techniques that SigOpt uses to optimize users models and simulations.

For applications and examples of SigOpt using Bayesian optimization in real world problems please visit https://sigopt.com/research.

2. Bayesian Optimization

Bayesian optimization is a powerful tool for optimizing objective functions which are very costly or slow to evaluate (Martinez-Cantin et al., 2007; Brochu et al., 2010; Snoek et al., 2012). In particular, we consider problems where the maximum is sought for an expensive function $f : X \mapsto \mathbb{R}$,

$$x_{opt} = \arg \max_{x \in X} f(x),$$

within a domain $X \subset \mathbb{R}^d$ which is a bounding box (tensor product of bounded and connected univariate domains).

Hyperparameter optimization for machine learning models is of particular relevance as the computational costs for evaluating model variations is high, $d$ is typically small, and hyperparameter gradients are typically not available.

It is worth noting that Bayesian optimization techniques can be effective in practice even if the underlying function $f$ being optimized is stochastic, non-convex, or even non-continuous.

3. Bayesian Optimization Methods

Bayesian optimization methods (summarized effectively in (Shahriari et al., 2015)) can be differentiated at a high level by their regression models (discussed in Section 3.2) and acquisition functions (discussed in Section 3.3). Several open source Bayesian optimization software packages exist and many of their methods and techniques are incorporated into SigOpt, where applicable. Spearmint (Snoek et al., 2012; 2014b;a), Hyperopt (Bergstra et al., 2013b;a), SMAC (Hutter et al., 2011b;a; Falkner, 2014) and MOE (Clark et al., 2014), are summarized in Table 1.

In addition to these methods, non-Bayesian alternatives for performing hyperparameter optimization include grid search, random search (Bergstra & Bengio, 2012), and particle swarm optimization (Kennedy & Eberhart, 1995). These non-Bayesian techniques are often used in practice due to the administrative overhead and expertise required to get reasonable results from these, and other, open source Bayesian optimization packages. SigOpt wraps a wide swath of Bayesian Optimization research around a simple API, allowing experts to quickly and easily tune their models and leverage these powerful techniques.

3.1. Sequential Model-Based Optimization

Sequential model-based optimization (SMBO) is a succinct formalism of Bayesian optimization and useful when discussing variations (Hutter et al., 2011b; Bergstra et al., 2011; Hoffman & Shahriari, 2014). In this section we will use this formalism to contrast some of the methods employed by the open source techniques from Table 1, upon which SigOpt draws. Typically, a probabilistic regression model $M$ is initialized using a small set of samples from the domain $X$. Following this initialization phase, new locations within the domain are sequentially selected by optimizing an acquisition function $S$ which uses the current model as a cheap surrogate for the expensive objective $f$.  

<table>
<thead>
<tr>
<th>SOFTWARE</th>
<th>REGR. MODEL</th>
<th>ACQ. FUNCTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spearmint</td>
<td>Gaussian Process</td>
<td>Exp. Improv</td>
</tr>
<tr>
<td>MOE</td>
<td>Gaussian Process</td>
<td>Exp. Improv</td>
</tr>
<tr>
<td>Hyperopt</td>
<td>Tree Parzen Est.</td>
<td>Exp. Improv</td>
</tr>
<tr>
<td>SMAC</td>
<td>Random Forest</td>
<td>Exp. Improv</td>
</tr>
</tbody>
</table>
Each suggested function evaluation produces an observed result \( y_i = f(x_i) \); note that the observation may be random either because \( f \) is random or because the observation process is subject to noise. This result is appended to the historical set \( D = \{(x_1, y_1), \ldots, (x_i, y_i)\} \), which is used to update the regression model for generating the next suggestion. In practice there is often a quota on the total time or resources available, which imposes a limit \( T \) on the total number of function evaluations. Algorithm 1 encapsulates this process.

**Algorithm 1: Sequential Model-Based Optimization**

<table>
<thead>
<tr>
<th>Input: ( f, \mathcal{X}, S, M )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( D \leftarrow \text{INITSAMPLES}(f, \mathcal{X}) )</td>
</tr>
<tr>
<td>for ( i \leftarrow [D] ) to ( T ) do</td>
</tr>
<tr>
<td>( p(y\mid x, D) \leftarrow \text{FITMODEL}(M, D) )</td>
</tr>
<tr>
<td>( x_i \leftarrow \arg \max_{x \in \mathcal{X}} S(x, p(y\mid x, D)) )</td>
</tr>
<tr>
<td>( y_i \leftarrow f(x_i) ) ▷ Expensive step</td>
</tr>
<tr>
<td>( D \leftarrow D \cup {x_i, y_i} )</td>
</tr>
<tr>
<td>end for</td>
</tr>
</tbody>
</table>

The initialization sampling strategy is often an important consideration in the SMBO formalism. Viable approaches include random, quasi-random, and Latin hypercube sampling of the domain (Hoffman & Shahriari, 2014).

### 3.2. Probabilistic Regression Models (\( M \))

Various probabilistic regression models can be used in the Bayesian optimization context (Eggensperger et al., 2013); however, to operate in the standard SMBO algorithm the model must define a predictive distribution \( p(y\mid x, D) \). This distribution captures the uncertainty in the surrogate reconstruction of the objective function.

#### 3.2.1. Gaussian Processes

Gaussian processes (GPs) (Rasmussen & Williams, 2006) have become a standard surrogate for modeling objective functions in Bayesian optimization (Snoek et al., 2012; Martinez-Cantin, 2014). In this setting, the function \( f \) is assumed to be a realization of a GP with mean function \( \mu \) and covariance kernel \( K \), \( f \sim \mathcal{GP}(\mu, K) \).

The choice of kernel function \( K \) in particular can have a drastic effect on the quality of the surrogate reconstruction (Rasmussen & Williams, 2006). Automatic relevance determination (ARD) kernels, also known as anisotropic kernels, are common variants (Snoek et al., 2012; Duvenaud, 2014). By default, Spearmint and MOE use the ARD Matérn and ARD squared exponential kernels, respectively. These kernels define important quantities needed to compute the predictive distribution, including

\[
    k(x) = (K(x, x_1) \cdots K(x, x_i))^T, \\
    K_{j,k} = K(x_j, x_k).
\]

Predictions follow a normal distribution, therefore we know \( p(y\mid x, D) = \mathcal{N}(y\mid \hat{\mu}, \hat{\sigma}^2) \) (Fasshauer & McCourt, 2015), where, assuming \( \mu(x) \equiv 0 \),

\[
    \begin{align*}
    y &= (y_1 \cdots y_i)^T \\
    \hat{\mu} &= k(x)^T(K + \sigma_n^2 I)^{-1} y, \\
    \hat{\sigma}^2 &= K(x, x) - k(x)^T(K + \sigma_n^2 I)^{-1} k(x).
    \end{align*}
\]

Spearmint can be flexibly configured to either assume the objective function is noiseless or attempt to estimate the process noise parameter \( \sigma^2 \), while MOE allows for only a manual specification of \( \sigma_n^2 \) for now.

#### 3.2.2. Random Forests

Another choice for the probabilistic regression model is an ensemble of regression trees (Breiman et al., 1984; Breiman, 2001). Random forests are used by the Sequential Model-based Algorithm Configuration (SMAC) library (Hutter et al., 2011b). One common approach in constructing the predictive distribution is to assume a Gaussian \( \mathcal{N}(y\mid \hat{\mu}, \hat{\sigma}^2) \). The parameters \( \hat{\mu} \) and \( \hat{\sigma} \) may be chosen as the empirical mean and variance of the regression values, \( r(x) \), from the set of regression trees \( B \) in the forest,

\[
    \begin{align*}
    \hat{\mu} &= \frac{1}{|B|} \sum_{r \in B} r(x), \\
    \hat{\sigma}^2 &= \frac{1}{|B| - 1} \sum_{r \in B} (r(x) - \hat{\mu})^2.
    \end{align*}
\]

An attractive property of regression trees is that they naturally support domains with conditional variables (Hutter et al., 2009; Bergstra et al., 2011), that is, variables that only exist when another takes on a certain configuration or range. As an example, consider a variable that controls a domain either because it currently does not.

#### 3.2.3. Tree Parzen Estimators

Using a tree-structured Parzen estimator (TPE) (Bergstra et al., 2011; 2013b) deviates from the standard SMBO algorithm in that it does not define a predictive distribution
over the objective function; instead, it creates two hierarchical processes, $\ell(x)$ and $g(x)$ acting as generative models for all domain variables. These processes model the domain variables when the objective function is below and above a specified quantile $y^*$.

$$p(x \mid y, D) = \begin{cases} \ell(x), & \text{if } y < y^*; \\ g(x), & \text{if } y \geq y^*. \end{cases}$$

Univariate Parzen estimators (Duda et al., 2000; Murphy, 2012) are organized in a tree structure, preserving any specified conditional dependence and resulting in a fit per variable for each process $\ell(x)$, $g(x)$. With these two distributions, one can optimize a closed form term proportional to expected improvement (Bergstra et al., 2011).

While this tree structure preserves the specified conditional relationships, other variable interdependencies may not be captured. Gaussian processes and random forests, in contrast, model the objective function as dependent on the entire joint variable configuration. One benefit to using TPE is that it naturally supports domains with specified conditional variables.

### 3.3. Acquisition Function ($S$)

Acquisition functions define a balance between exploring new areas in the objective space and exploiting areas that are already known to have favorable values. Many suitable functions have been proposed (Jones et al., 1998; Brochu, 2010; Hoffman et al., 2011), including recent work involving information theory (Hernández-Lobato et al., 2014).

The acquisition function used by each method discussed in this article is expected improvement (Jones et al., 1998). Intuitively, it defines the nonnegative expected improvement over the best previously observed objective value (denoted $f_{\text{best}}$) at a given location $x$.

$$EI(x \mid D) = \int_{f_{\text{best}}}^{\infty} (y - f_{\text{best}}) p(y \mid x, D) \, dy.$$  

When the predictive distribution $p(y \mid x, D)$ is Gaussian, $EI(x)$ has a convenient closed form (Jones et al., 1998). A complete Bayesian treatment of $EI$ involves integrating over parameters of the probabilistic regression model (Snoek et al., 2012), as Spearmint does; this contrasts with MOE and SMAC, which fit only a single parameterization.

### 4. Conclusion

Bayesian optimization represents a powerful tool in helping experts optimize their machine learning models and simulations. Selecting the best Bayesian optimization technique for each problem of interest is often non-intuitive. SigOpt eliminates these issues by wrapping this powerful research behind a simple API, allowing users to quickly realize the promise of Bayesian optimization for their problems.

Detailed comparisons between these and other methods can be found at https://sigopt.com/research and in a coming ICML paper.
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